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ABSTRACT

This paper aims at offering a statistical evaluation methodology on the forecasting performance of the GAP model, a semi-structural economic model used to support monetary policy decisions at the Bank of Albania since 2011. In this paper we evaluate the forecasts produced purely by the model, and not those used by the Monetary Policy Department, which also include the expert judgment and are not made public. The analytical approach used in the discussion material combines a statistical diagnostic look-up consisting in statistical measurements as RMSE and BIAS important to understand the forecasting performance of the model as an instrument in one, two and three years ahead time horizons. A VAR model is constructed resembling the economic relations represented in the GAP model as a most commonly used tool to obtain economic projections based solely on the information that the data series provide. Comparing the forecasting performance of the two models on a common statistical diagnostic metrics helps us to create a broader understanding of the forecasting abilities of the GAP model and draw discussion issues for potential improvements of the model that would potentially lead to an improved representation of the Albanian economy and increased accuracy in its forecasting performance.
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1. INTRODUCTION

The forecasting accuracy of economic projections is always a matter of primary importance in central banks when it comes to models used for policy-making purposes. Ability of models to read and predict eventual economic conditions deterioration becomes even more important in a time of unprecedented complex nature of crises and when unconventional monetary policy has become a viable option. Hence, having in place reliable economic forecasting models is of a paramount importance to properly orient the policy-making debate around crucial issues needed to be tackled appropriately by the decision-makers. In this light, the prepared discussion material tends to actively contribute in understanding the accuracy of the GAP model forecasting performance aiming critically consider the present stance of the model and think potential perspectives to consider potential future improvements and model expansion in order to properly resemble the Albanian economy.

In this working paper we aim at introducing a statistical methodology to evaluate the forecasting performance of the GAP model, an instrument utilized by the Bank of Albania to draw mid-term projections on potential macroeconomic developments in the Albanian economy. Although we focus only on the pure model forecasts and not on the judgemental ones used by Monetary Policy Department, it is worth to mention that through this contribution, the paper intends to add value to the portfolio of tools in disposal of forecasting at the Bank.

GAP is one of the two core economic models used in the Bank of Albania to make projections on future developments of the Albanian economy, the later being taken into account during policy-making debates in the Bank of Albania. A small New Keynesian structural model, introduced first by Dushku and Kota (2011), the GAP is constructed in four building blocks representing aggregate demand, inflation, exchange rate and the interest rate policy rule. The model works with quarterly data flow variables and has exogenously defined steady-states. The aim of our paper is to evaluate whether this model constructed to replicate the developments of the Albanian economy, by also capturing turning points and having reasonable
impulse response functions to given shocks, performs accordingly with economic expectations in the present macroeconomic framework, without adding the expert judgment. We are going to statistically analyze the performance of the pure model forecasts and comparing them to the forecasts obtained by a VAR, as a commonly used and accepted model to understand the data causal relationship and made projections, built to match the Albanian economy.

The paper is structured as follows. Section 2 describes the data used for model estimation and variables transformations. Section 3 continues with the methodology utilized to deliver the statistical diagnostic analysis, including the construction of the VAR model. Section 4 discusses the empirical results obtained by the comparative analysis and the potential paths to be explored when thinking in eventual improvements of the GAP model. Final remarks are presented in Section 5.

2. LITERATURE REVIEW

Evaluation of the forecasting performance of structural econometric models used to provide macroeconomic projections in central banks is a continuous process, useful to understand and measure accuracy as well as biasedness of these econometric tools that contribute to the policymaking process. In this perspective there are a number of studies that try to explore more on evaluation techniques of present macroeconomic models and shed light on important issues worth to consider when certain statistical analysis are performed.

Fawcett, Körber, Masolo and Waldron (2015) of the Bank of England investigate the real-time performance of Bank’s main DSGE model, COMPASS, before, during and after the financial crisis with reference to statistical and judgmental benchmarks. Specifically, the forecast performance of a relatively ‘judgment-free’ version of COMPASS is evaluated against the performance of the judgmental forecasts made by the Monetary Policy Committee (MPC) and published in the Inflation Report, as well as against the performance of a statistical benchmark forecast from the Bank’s
Suite of Statistical Models. The authors find that, at shorter horizons, the MPC’s Inflation Report projections (both point forecasts and complete probability density forecasts) are more accurate for both GDP growth and inflation than either the COMPASS forecasts or the forecasts produced by the Statistical Suite. At longer horizons (horizons of more than one year), COMPASS has the more accurate inflation point forecasts, and the Statistical Suite the more accurate GDP point forecasts. The authors note that not all these differences are statistically significant, and forecast accuracy in itself is not the only metric by which models should be assessed. An in-depth evaluation of Bank forecasts for GDP growth and CPI inflation is provided by Hackworth, Radia and Roberts (2013). The authors provide a detailed comparison of economic outturns over the 2010–’13 period with MPC central expectations made in August 2010. Hackworth et al provide statistical diagnostics similar to those detailed in this paper on the performance of MPC mean projections for GDP growth and inflation over 1997–2013; results are presented for one quarter ahead and one year ahead projections. For GDP growth, mean projections were found to be unbiased at the 5% level at both horizons, although there was some evidence of bias at the 10% significance level for one year ahead GDP growth (MPC mean projections too high), as well as some evidence of strong inefficiency in one quarter ahead projections. For inflation, mean projections were found to be unbiased at the 5% level at both horizons, although there was some evidence of bias at the 10% significance level for one year ahead inflation (MPC mean projections too low), as well as some statistically significant evidence of weak inefficiency at both horizons. Groen, Kapetanios and Price (2009) evaluate the performance of central estimates for inflation and growth contained in the Bank’s Inflation Report for the 1997 Q3 to 2006 Q2 period. Specifically, Groen et al compares RMSEs of Bank forecasts with those of pure statistical models, using the Diebold-Mariano-West test of significance. Groen et al conclude that while GDP forecasts produced by statistical models perform as well or better than Bank forecasts at all horizons, the reverse was typically true of Bank inflation forecasts. For inflation, the Inflation Report forecasts are clearly dominant, often significantly so.
Other studies have compared forecasts from DSGE and BVAR models. Iversen et al. (2014) investigate the case of the Sveriges Riksbank and explicitly contrast DSGE and BVAR real-time forecasts since 2007. They find that the BVAR model forecasts for inflation performed well both in absolute terms and relative to the DSGE model forecasts and the Riksbank’s published forecasts. Another study, by Christoffel et al. (2011), examines the forecasting performance of NAWM, the ECB’s DSGE model, against Bayesian VAR benchmarks. They assess NAWM against four BVARs which vary in size and type of prior and the models are re-estimated annually. They also find that the DSGE model is outperformed by a BVAR benchmark, both in terms of point and density forecasts.

The study of Hong and Tan (2014) evaluates and compares the forecasting performance of GDP growth rate forecasts at global, regional and individual country levels between three international organizations: the United Nations, the International Monetary Fund and the World Bank. The authors use the following statistical indicators for forecast evaluation: RMSE (Root Mean Squared Errors), MAE (Mean Absolute Errors) and MAPE (Mean Absolute Percentage Errors).

3. DATA AND METHOD OF ANALYSIS

3.1 DATA DESCRIPTION

In estimating the GAP model, we use quarterly data on real Gross Domestic Product (GDP), Consumer Price Index (CPI), nominal exchange rate ALL/EUR and monetary policy rate for the period 2002Q1 to 2015Q4. For updating the database with the latest available data, Institute of Statistics and Bank of Albania sources are utilized and the data are transformed accordingly, respectively data on GDP and CPI are taken from INSTAT, and those on interest rate and exchange rate from Bank of Albania. We have chosen 2002 as starting point of the sample period, because there are some structural breaks of the series in the previous years. Data on foreign variables are taken from the Eurostat database and the European
Central Bank. Prior to estimation, real GDP, CPI and nominal exchange rate are transformed into quarter-on-quarter and year-on-year growth rates, approximated by the first difference of their logarithm. An extensive discussion of the empirical implementation of the GAP model is beyond the scope of this article, and the reader is thus referred to Dushku and Kota (2011) for details on the calibration of the model’s steady state and the distribution of model parameters.

This section describes the methodology used in this article to evaluate the forecasting performance of GAP model. First, the accuracy and the biasedness of model forecasts were assessed using some statistical indicators and then the GAP model’s forecasting properties were evaluated against a less theoretical oriented forecasting tool such as Vector Autoregressive (VAR) model.

3.2 ACCURACY

The accuracy of forecasts was measured using root mean squared errors (RMSE), defined as:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} e_i^2}
\]  

where \( e_i \) is a forecast error, defined as outturn less forecast.

The larger forecast errors, the larger are the RMSEs, but the relationship is not linear. RMSEs will be disproportionately large (small) if errors are very large (small). RMSEs are a standard loss function used in the forecast evaluation literature. More importantly, a quadratic loss function is appropriate for our purposes because policymakers will care more about big forecast errors that could lead to big policy mistakes and have a damaging impact on the economy, than small errors, which may not impact much on policy. However, RMSEs represent one particular form of loss function (a quadratic loss function) and alternative loss functions could lead to different results (Timmermann, 2006).
To allow comparability of RMSEs across variables, RMSEs are scaled by the standard deviation of the data outturns (over the same period as the RMSE was calculated). This is a simple way to account for data volatility, since greater volatility makes a given variable inherently more difficult to forecast. It is important to note that the value of the scaled RMSE is not itself informative (i.e. whether it should be above or below a certain value), and is only useful to compare with scaled RMSEs of other variables or of the same variable in other periods of time.

### 3.3 Biasedness

Biasedness of forecasts was assessed using ordinary least squares (OLS) regression. Forecast errors were regressed on a constant with a null hypothesis that the constant was zero, which would be the case if the forecasts were unbiased. Otherwise, the forecasts could have been made more accurate by adding a constant amount to them. As in equation (1), forecast errors are defined as:

\[ e_{t-h}^t = y_t - y_{t-h} \]  

(2)

where \( y_t \) is the outturn of variable \( y \) in period \( t \) and \( y_{t-h} \) is the forecast for variable \( y \) in period \( t \) made in period \( t-h \).

To test for biasedness, the following regression is estimated:

\[ e_{t-h}^t = \beta_0 - u_t \]  

(3)

where \( u_t \) is a zero-mean error term. Under the null hypothesis of unbiasedness \( \beta_0 = 0 \). If \( \beta_0 > 0 \), forecasts have been systematically too low. If \( \beta_0 < 0 \), forecasts have been too high. We estimated the regression using OLS with Heteroscedasticity and Autocorrelation Consistent (HAC) standard errors. Forecasts made in consecutive quarters will cover mostly the same forecast period and the associated forecast errors are therefore likely to be auto-correlated.
Using HAC standard errors should account for this and other potential autocorrelation and heteroscedasticity issues (Andrews, 1991).

### 3.4 BENCHMARKING OF GAP FORECASTS

Comparing GAP’ dynamic properties and forecasting accuracy with those of more data-driven benchmarks such as VARs can be helpful because DSGE models place a great number of restrictions on the time-series behaviour of the variables they seek to explain and forecast. Their size poses challenges to both estimation and specification analysis, which entails risks for the reliability of their forecasts. VARs often provide a reasonably good fit to macroeconomic time series data (Domit et. al., 2016).

In this article, we introduce an unrestricted VAR with 4 lags with the same macroeconomic variables as GAP. As in GAP model, we treat Albania as a small open economy and model the rest of the world as exogenous. We then assess the relative performance of both models in forecasting inflation, GDP growth and exchange rate growth. All the variables in the VAR are expressed as annual growth rates, which in addition avoids the need for seasonal adjustment for those who have a seasonal behavior during the year. Several diagnostic tests are performed to check for variables stationarity, model stability, autocorrelation, heteroscedasticity and normality of residual distribution. Test results suggest that the VAR model satisfies all the necessary assumptions of an OLS estimation procedure.

To reflect the information available at the time the forecasts would have been produced, both models are re-estimated between 2002 and 2015 using real-time data. The real-time estimation approach means that each forecast is produced only with information that would have been available at each forecast round (Iversen et al., 2014). The forecast performance of GAP is assessed using an extending procedure. The initial estimation period is 2002 Q1-2009 Q4 and it is gradually extended by four quarters. First, we estimate the parameters up to the fourth quarter of 2009 and then we compute out-of-sample forecasts for one year, two years
and three years ahead. We extend the estimation sample by four quarters and then compute again the forecasts for one year, two years and three years ahead. We repeat this process several times until the end of the sample.

We then used a Diebold-Mariano test (Diebold, Mariano, 1995) to assess whether differences in accuracy (measured by squared forecast errors) between the GAP and VAR forecasts were statistically significant. To conduct this test, a difference in squared forecast errors for the forecasts of the two models is defined as:

$$d_t = e_{t,1}^2 - e_{t,2}^2$$  \hspace{1cm} (4)

where $e_{t,1}^2$ and $e_{t,2}^2$ are the squared forecast errors at time $t$ respectively for the first and the second forecasting model.

The following equation is then estimated using Ordinary Least Squares (OLS) with HAC standard errors:

$$d_t = \beta_0 + u_t$$  \hspace{1cm} (5)

where $u_t$ is a zero-mean error term. The null hypothesis is that there is no difference in accuracy between the two forecasts, i.e. $\beta_0 = 0$. If $\beta_0 > 0$, the second model forecast has tended to be more accurate than the first one, and vice versa, if $\beta_0 < 0$.

For forecast accuracy comparison between GAP and VAR model, we use RMSEs. Firstly, we compared scaled RMSEs over different horizons and used Diebold-Mariano tests to assess whether differences in accuracy between GAP and VAR models were statistically significant. RMSEs are compared for each variable, scaled by the standard deviation of data outturns over the same period we calculated the RMSEs. And again, Diebold-Mariano tests are used to assess whether differences in accuracy between GAP and VAR models were statistically significant.
4. ESTIMATED RESULTS

In this section we set out our main empirical findings. This section starts with the accuracy and biasedness of pure model forecasts of GAP model across the three macroeconomic variables: inflation, real growth and exchange rate. We then compare the accuracy of GAP forecasts with forecasts from a VAR model. It is important to note that the relatively small sample size means that we need to interpret the results below with caution.

4.1 ACCURACY OF GAP FORECASTS

As described in the previous section, we measure forecast accuracy over a given period using RMSEs scaled by the standard deviation of data outturns over that same period. Scaled RMSEs for (quarterly) GAP forecasts at all three horizons are shown in Figure 1. As we noted before, the value of a scaled RMSE is not in itself informative, but we can compare the degree of accuracy across variables and across time periods. A higher scaled RMSE indicates that forecasts of a particular variable have tended to be less accurate, relative to the volatility of the data outturns.

For inflation, forecast accuracy tends to decrease as the forecast horizon expands, except for 2010. This result is reasonable as with the increase of forecast horizon, it is more difficult to predict the likely path of a given variable. For growth and exchange rate, the behavior of forecasts accuracy is more irregular: sometimes it increases, sometimes it decreases with the increase of forecast horizon, but scaled RMSE values remain low. Growth and exchange rate forecasts have tended to be the most accurate at all the forecast horizons, while inflation forecasts have tended to be the least accurate.
4.2 BIASEDNESS

Consistent with our measure of forecast accuracy, and in order to allow comparability across variables and time periods, the estimated degree of bias in forecast errors (given by $\beta_0$ in equation (3)) are scaled by the standard deviation of the data outturns (over the same period as the bias was calculated). Inflation forecasts tend to be substantially biased for the years 2014 and 2015, which explains also the low scaled RMSE values for the same years. As scaled RMSE, forecast biasedness of inflation forecasts for the same estimated sample tends to decrease as the forecast horizon increase, except 2010. For growth and exchange rate the values of scaled bias are quite low.

Figure 1 Forecast accuracy for different time horizons.

Note: The year in the horizontal axis means that the forecast sample starts from that year and the estimated sample is until the last quarter of the previous year.
Table 1 presents the estimated bias coefficients for GAP forecasts over different time horizons and their statistical significance. As it can be seen, there is statistically significant evidence of bias only for inflation forecasts at 10% level for the 3-years ahead horizon. Relative to data outturns, growth forecasts have tended to be high during all the forecast horizons. Exchange rate forecasts have been lower for 1-year and 2-years ahead horizons and higher during 3-years ahead horizon. Inflation forecasts have been lower for the 1-year ahead horizon and higher for 2-years and 3-years horizons, but only the coefficient of the latest is statistically significant at 10%. The estimated (scaled) bias coefficient for inflation forecasts was the largest at the three years period, followed by growth bias in the 3-years ahead horizon and exchange rate bias in the 2-years ahead horizon.

Table 1. Statistical significance of bias coefficients.

<table>
<thead>
<tr>
<th></th>
<th>Growth</th>
<th>Inflation</th>
<th>Exchange rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-year</td>
<td>-0.299</td>
<td>0.199</td>
<td>0.258</td>
</tr>
<tr>
<td>2-years</td>
<td>-0.291</td>
<td>-1.057</td>
<td>0.336</td>
</tr>
<tr>
<td>3-years</td>
<td>-0.406</td>
<td>-1.347*</td>
<td>-0.228</td>
</tr>
</tbody>
</table>

Note: *significance at 10%.
4.3 COMPARISON BETWEEN GAP AND VAR FORECASTS

4.3.1 ACCURACY OF GAP FORECASTS

As discussed in the previous section, we benchmarked the accuracy and the biasedness of GAP forecasts against a simple VAR model. From Figure 3, it is possible to notice that the GAP model systematically outperforms the VAR model when it comes to forecasting exchange rate trends in one, two and three years ahead forecast horizon. In terms of accuracy of forecast for inflation, the VAR model outperforms the GAP model in the three time horizons of the forecast on which the analyses has been developed. GAP forecasts have lower Scaled RMSEs compared to VAR even for growth.

Figure 3 Scaled RMSE in one, two and three years horizons
4.3.2 BIASEDNESS OF GAP FORECASTS

Forecasts obtained for growth and exchange rate with the GAP model are slightly biased, very close to zero for all time horizons, while the same cannot be said for the VAR model. In one year time horizon the GAP results are less biased than those obtained by the VAR.

Persistently, the VAR forecasting results are negatively biased for all the variables. While significantly less biased than the VAR forecasts for Growth and inflation, the GAP forecasts in time horizons four and eight quarters ahead are negatively biased. Results obtained for Inflation by the VAR in eight and twelve quarters ahead are less biased than those obtained by the GAP. In terms of biasness the GAP outperforms the VAR significantly when it comes in predicting Growth in one, two and three years ahead time horizons. GAP forecasting outputs are less biased when run in four quarters ahead horizon, outperforming the VAR in comparative terms.

Figure 4 Scaled BIAS in one, two and three year horizons.
4.3.3 DIEBOLD-MARIANO TEST

We conducted Diebold-Mariano test according to the steps described earlier, to test whether there are differences in the accuracy of model forecasts and we get the following results:

Table 2. Diebold-Mariano test results.

<table>
<thead>
<tr>
<th></th>
<th>GROWTH</th>
<th>INFLATION</th>
<th>EXCHANGE RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-YEAR</td>
<td>-1.442217</td>
<td>1.070123*</td>
<td>-90.2</td>
</tr>
<tr>
<td>2-YEARS</td>
<td>-3.139118</td>
<td>4.006239*</td>
<td>-30.78867*</td>
</tr>
<tr>
<td>3-YEARS</td>
<td>-3.143100</td>
<td>1.354761</td>
<td>-35.85594*</td>
</tr>
</tbody>
</table>

Note: *significance at 10%.

Among the coefficients above, only those for inflation and for exchange rate in the respective horizons are significant. The results suggest that VAR outperforms GAP model for inflation forecasts for 1-year and 2-years horizons, but it has a worse performance when it comes to the exchange rate for 2 and 3-years horizons. Regarding growth forecasts, there are no statistically significant differences between the two models. Even though, we should be cautious when interpreting the results, because the small sample affects results reliability. An outcome difficult to be predicted may affect substantially the RMSE estimates and forecast accuracy in short horizons, meanwhile in longer horizons its effect is insignificant.
5. CONCLUDING REMARKS

This paper provides a methodology to evaluate the forecasting performance of GAP model in several statistical diagnostic aspects, including benchmarking its performance against a VAR model. The forecasts used in this paper are produced purely by the GAP model, and are not those used by the Monetary Policy Department, which also include the expert judgment. This section tries to draw some concluding remarks based on key results obtained from the forecasting comparative analysis and sets out some notes to take into account particular aspects of forecasting performance.

Different performance measures suggest that the forecast ability of the GAP model, referring to the 2011th version used in our case which was introduced by Dushku and Kota (2011), but excluding the expert judgement used by Monetary Policy Department to generate their forecasts for the policymaking process, is moderate and there is still room for further improvement in its structure. Specifically, GAP model estimates show that the model forecasts for economic growth and the exchange rate are relatively better than medium-term inflation forecasts. Benchmarking with an alternative data-driven model shows that the model can be improved through better identification of the structure and parameters that define inflation in the model. This brings to attention the need for better identification of the inflation determinants in the model, contributing to the accuracy of projections used in the design of monetary policy. Even though, we should be cautious when interpreting the results, because the small sample does not allow us to reach deterministic conclusions on the forecasting performance of the instrument and that is why we see the added value on the evaluation methodology rather than the estimated results.

The need to increase the accuracy of GAP model statistical predictions should serve as an incentive for further and deep research work that focus on improving the projections derived from the model, periodical recalibration of the parameters to reflect changes in the economy, as well as the enrichment with other possible blocks as effective paths toward better inclusion of policy oriented expert judgment in the model.
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